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Changes to old versions

Changes to version 1.1

o lterative solvers of the Newton equation added

Optional approximate Hessian of the Augmented Lagrangian

DIMACS error measures printed
e Changes in handling the paramefrPHA with the goal to increase the final preci-
sion
Changes to version 2.0

e New option for Newton system solution added which, in cominecwith the CG
method, requires no storage of the full Hessian (optidh_SYS_MODE=3)

e Stopping criteria now based on the DIMACS error measurasiltiag in more reli-
able results

e Minor bugs fixed

Changes to version 2.1

e Hybrid mode for the solution of the Newton system included
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1 Installation

1.1 Unpacking

UNIX versions|

The distribution is packed in filpensdp. t ar . gz. Put this file in an arbitrary directory.
After uncompressingthe file fpensdp. t ar by commandyjunzi p pensdp.tar. gz,
the files are extracted by commandr - xvf pensdp.tar.

The distribution is packed in filpensdp. zi p. Put this file in an arbitrary directory and
extract the files byPKZI P.

In both cases, the directory PENSDP2.2 containing thewiafig files and subdirectories
will be created

LICENSE: afile containing the ENSDPlicense agreement;
bin: a directory containing the files

pensdp2.2(.exe)a binary executable withi8A interface,
in.txt, an ASCII file with code parameters,
sdpa.dat a sample problem inSA format;

c: a directory containing the files

driver _sdp_c.c, a sample driver implemented in C,

pensdp.h a header file to included by C driver,

penout.c sample implementation ofBRisbpPoutput functions;

make_{CC}.txt, a makefile to build a sample C program;
doc: a directory containing this User’s Guide and a User’s Guide

for the MATLAB programpenf eas_| ni . m

fortran: a directory containing the files

driver _sdp_f.f, sample driver implemented inORTRAN,

penout.¢ see above;

penout.o(bj), precompiled version gienout . c;

make_{FC}.txt, a makefile to build a sampledRTRAN program;
libs: a directory containing libraridsi bpensdp. a andl i bpensdpm a (see Section 1.2 below);
matlab: a directory containing the files

pensdpm.¢ the MATLAB interface file,

penoutm.c MATLAB version ofpenout . c,

make_pensdpm.m M-file containing MEX link command,

Imi.m, M-file containing a sample problem in PEN format,

penfeasimi.m, checks feasibility of a system of LMIs;

sdpa2pen.ma DprAto PEN converter.

1.2 Compilation
Requirements

For successful compilation and linkage, depending on tlezaijmg system and the pro-
gram to be created, the following software packages have tndtalled:
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e gcc compiler package (C driver program)
e g77 compiler package (BRTRAN driver program)

e MATLAB version 5.0 or later including ®x compiler package angcc compiler
package (MTLAB dynamic link librarypensdpm =)

e VISUAL C++ version 6.0 or later (C driver program)
e VISUAL FORTRAN version 6.0 or later (BRTRAN driver program)

e MATLAB version 5.0 or later including kX compiler package and ISUAL C++
version 6.0 or later (MTLAB dynamic link librarypensdpm *)

To build a C driver program

UNIX versions|

Go to directoryc and invoke Makefile by command

make -f make_gcc. txt.

Win32 versio
Go to directoryc and invoke Makefile by command

nmake -f nmake_vc. txt.

To build a FORTRAN driver program

UNIX versions
Go to directoryf or t r an and invoke Makefile by command

make -f nmake_g77.txt.

Win32 versio
Go to directoryf or t r an and invoke Makefile by command

nmake -f make_df.txt.

To build a MATLAB dynamic link library pensdpm =*
Start MATLAB, go to directorymat | ab and invoke link command by
make_pensdpni platform] ([ par] )

whereplatformstands for the computer platform (currently w32, w64, IX84) andpar
is a parameter explained below:

par =0 itis assumed that the directdry b contains LAPACK, BLAS or ATLAS libraries for
the corresponding platform (not included in the distribaji The libraryl i bpensdp. a
is used in this case.

par =1 in this case we use MLAB’S own ATLAS libraries. The user may need to change
the path to these libraries in the fileeke_pensdpm maccordingly. The library
I i bpensdpm ais used in this cas&his is the recommended option.

www.penopt.com
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2 The problem

We solve the SDP problem with linear matrix inequality coaistts:

n
min E frxw
rER™
k=1
n
s.t. E bz, < ', i=1,...,my
k=1

A
=
[
i—l
=

n
Ap+) ap AL <0,
k=1

The matrix constraints can be written as one constraint hlitick diagonal matrices as
follows:

A A
A3 A7

A Am

n

Here we use the abbreviations= vars, m, := constr, andm := mconstr.

3 The algorithm

For a detailed description of the algorithm, see [2].
The algorithm is based on a choice of penalty/barrier fuumch p that penalizes the in-
equality constraints. This function satisfies a number opprties that guarantee that for
any P > 0, we have

A(z) < 0 <= ®p(A(z)) < 0.

This means that, for anj > 0, problem (SDP) has the same solution as the following
“augmented” problem

Jggiggg'kak (S[)F6)
sit. Op(A(x)) < 0.

The Lagrangian of (SDF) can be viewed as a (generalized) augmented Lagrangian of
(SDP):

F(2,U,P) = frzi + (U, ®p (A@)))s, ; )

k=1

hered is the dimension of the matrix operatdrandU < S? are Lagrangian multipliers
associated with the inequality constraints.

The algorithm combines ideas of the (exterior) penalty amigiijor) barrier methods with
the Augmented Lagrangian method.
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Algorithm 3.1 Letz! andU*! be given. Lef’! > 0. Fork = 1,2,. .. repeattill a stopping
criterium is reached:

(i)  Findz*+! such that|V,F(z" U* P*)| < K
(i) U™ = D%, (A(x); U)
(i53)  P*Tl < P,

The details of the implementation can be found in [2].
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4 SDPA interface

The problem data are written in an ASCII input file in a3\ sparse format, as introduced
in [1].

4.1 Runningpensdp2. 2

Go to directorybi n.

Prepare a data file with your problem data ibDP3 sparse format.

Rename this file tedpa. dat and place it in directorpi n.

If required, change parametersiin. t xt (see next page).

From the command line, rypensdp2. 2 without any arguments.

Depending on the output optioXOUT andUQUT ini n. t xt , the solution may be written
in ASCII filesx. out (primal) andu. out (dual) in the working directory.

4.2 SDPA input file

sdpa. dat is an ASCII file consisting of six parts:

1. Comments. The file can begin with arbitrarily many linesaihments. Each line of
comments must begin witfl * or ‘* .

2. The first line after the comments containghe number of variables (i.e., number of
constraint matrices).

3. The second line after the comments containghe number of blocks in the block
diagonal structure of the matrices.

4. The third line after the comments contains a vector of nensithat give the sizes of
the individual blocks. The special characters‘(’,*) ’, *{’, and }  can be used as
punctuation and are ignored. Negative numbers may be useditate that a block
is actually a diagonal submatrix. Thus a block size of -5daths a 5< 5 block in
which only the diagonal elements are nonzero.

5. The fourth line after the comments contains the objedtinetion vectorf.

6. The remaining lines of the file contain entries in the caist matrices, with one
entry per line. The format for each line is

<mat no> <bl kno> <i > <j > <entry>

Here<mat no> is the number of the matrix to which this entry belongk| kno>
specifies the block within this matrixi > and<j > specify a location within the
block, and<ent r y> gives the value of the entry in the matrix. Note that since all
matrices are assumed to be symmetric, only entries in therdppngle of a matrix
are given.

www.penopt.com
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4.3 Filein. txt

Below we give the parameter filen. t xt with the default setting of parameters. Recom-
mended setting of parameters for different situations amengn Section 7.

www.penopt.com
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The initial vector of nultipliers is computed by u0 = U0 = (1,1,...,1)

MJ: restrictions for nultiplier update

By the factor MJthe nultiplier update (5) is restricted from above and
bel ow in the followi ng way

MJ » UKk) < Uk+l) < (1/ M) = UKk).
MJ2: restrictions for matrix multiplier update
By the factor MJthe nultiplier update (5) is restricted from above and
bel ow as

MJ2 + lanmbda_m n(U(k)) < lanbda_mi n(U(k+1l)) and
I anmbda_max(U(k)) < (1 / MR) = | anbda_max(U(k)).

PRECI SI ON: Stopping criterion for outer iteration

Dependi ng on the problemtype, the difference in objective values, the
feasibility and the duality gap are taken into account.

ALPHA: Stop criterion for unconstrained minimzation
The unconstrained mninzation (4) stops, if grad F(X U P) < ALPHA or

the descent of the augnented Lagrangian in the |ast step is | ess than
m n(P_i ) *ALPHA

ALPHA UP: update of ALPHA (ALPHA NEW= ALPHA * ALPHA UP)

PRECI SI ON2: Preci si on of KKT-conditions

1.0E-7

MAX_OQUTER_ | TER maxi mal outer iterations



PENOPT

PENSDP USER’S GUIDE

# The gl obal al gorithmstops after maxi mal PBM MAX_|I TER iterati ons.
#

50
8 cocoooooooooooooSoSSoSSSSSSSSSSSSSSSSSSSSSSSSCCoCoCcocococooooooooooCoCoooooooocccooo
# MAX_INNER | TER: maximal inner iterations
#

# The unconstrai ned mnim zation (4) stops after maxi mal UM MAX | TER
# iterations.
#

100
8 cocoooooooooooooSoSSoSSSSSSSSSSSSSSSSSSSSSSSSCCoCoCcocococooooooooooCoCoooooooocccooo
# OUTPUT: CQutputl evel
#

# (0) Silent Mdde: No output is witten to the standard out put.

# (1) Summary Mode: Only the final result is witten to the standard

# out put .

# (2) Iteration Mbde: After every outer iteration the status is witten
# to standard out put.

# (3) Verbose Mdde: After every iteration result the current status is
# witten to the standard out put.

#

2
fmccoooooooooooooSoSSSSSSSSSSSSSSSSSSSSSSSSSSCoCoCcococcocoooooooooooooooooooocco
# CHECKDENSI TY: sparse/dense data handling of Hessian
#

# (0) Automatic
# (1) Dense

# (2) Sparse

#

0
#

s ccocoooooooooooSSSSSSSSSSSSSSSSSSSSSSSSSSSSSCoCoCooococooooooooooooooooooooo
# USELS: Use Linesearch ?

#

# (0) No

# (1) Yes

#

0
#

-
# XOUT: Wite primal solution to file 'x.dat’ ?

#

# (0) No

# (1) Yes

#

0
#
fmccoooooooooooooSoSSSSSSSSSSSSSSSSSSSSSSSSSSCoCoCcococcocoooooooooooooooooooocco
# UOUT: Wite dual solution to file 'u.dat’ ?

#
# (0) No
# (1) Yes
#

0
#

-
# NWI_SYS MODE: Use Conjugate G adi ent approach instead of Chol esky for
# solution of |inear systems ?

#

# (0) No (Chol esky is used)

# (1) CG with exact Hessian

# (2) CG with approximated Hessi an

# (3) CGwith exact Hessian not explicitly assenbl ed

#

*+ H*

www.penopt.com
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* #H

PRECTYPE: Wi ch preconditioner for CG? (If USECG=2, only val ues 0-2
are accept ed)

(0) No

(1) diagonal

(2) LBFGS

(3) approxinmate inverse
(4) SGs

H o H R H O HHH

DI MACS: Print D nacs error neasures ?

(0) No
(1) Yes

H o HHHH

PENUP: Penal ty update ?

(0.) Automatic (recommended)
(>0.) Manual

HHHHHH R

HYBRI DMODE: Switch to Chol esky if PCG causes troubles ?

(0) No
(1) Yes, use diagonal preconditioner after Chol esky step
(2) Yes, use inverse Chol esky precond. after Chol esky step

H O HH R HHH

H O HHHHH

(0) strict
(1) heuristic

H O HHHH

H*+ H

Www.penopt.com
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Example 1. Let f = (1,2,3)”. Assume that we have two linear matrix inequality con-
straints, first of size (3x3), second of size (2x2). The sdammstraint contains only diag-
onal matrices:
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0 2 -1 0
0 2 0

0 + 2 T

0 1
1 -1
0 2 0 -1
0 2 0
i 0 T2 + 2 T3
3 0
-3 ‘ 0

In SDPA sparse format, this problem can be written as:

é
QD
3

N
w
o

WWWWNNRRPRRPRPRPRPOR®WN®
WWNREPENRNREPNWNRLRNO

1
PNRNPNMNOORPPENNDES
eNoNoNecNoNoNoNecNoNoNeNoNo)

PRPRRPERPNMNNNNRRRRERNO!
PWONPNRPNRPPRPONPENN

10
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5 C/C++/FORTRAN interface

PENSDPcan also be called as a function (or subroutine) from a Ca@r1RAN program.
In this case, the user should link theNtspPrlibrary to his/her program.

5.1 Calling PENsDPfrom a C/C++ program

For the implementation of a C interface the user should pertbe following steps:
First, the user must include th&RsbpPheader file as in the following line:

#i ncl ude "pensdp. h"

Second, the variables for the problem data have to be dedarin the following piece of
code:

/* basic probl em di nensi ons */
int vars = 0, constr = 0, ntonstr = O;
int luoutput =0, Ibi =0, lai =0, nzsai = 0;

[+ error flag =/
int inform= 0;

/* function val ue */
double fX = 0.;

[+ array reserved for block sizes of matrix constraints */
int xmsizes = 0;

[+ array reserved for initial iterate (input)
and optimal primal variables (output) =*/
doubl e *x0 = O;

/* array reserved for optinmal dual variables (output) =/
doubl e *uout put = O;

/* objective */
doubl e =fobj = O;

/* rhs of |inear constraints =/
doubl e xci = O;

[+ arrays for |inear constraints */
int xbi_dim= 0, *bi _idx = O;
doubl e *bi _val = 0;

[+ arrays for matrix constraints */

int *rai_dim= 0, *ai _idx = 0, *ai_nzs = 0,
*ai _col = 0, *ai _row = 0;

doubl e *ai _val = 0;

[+ arrays reserved for results */

int iresults[4] = {0,0,0,0};
doubl e fresults[3] = {0.0,0.0,0.0};

11
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[+ default options */
int ioptions[15] = {1, 50, 100,2,0,1,0,0,0,0,0,0,0, 1, 1};
doubl e foptions[12] = {1.0,0.7,0.1, 1. OE- 7,
1. 0E-6, 1. OE- 14, 1. OE- 2, 1. 0eO,
0.0,1.0,1. 0E-7,5. 0E- 2};

Third, the user should specify the problem dimensions bigaggy values to variables
vars, ntonstr, constr,lbi, lai, nzsai, |uoutput.

Using these numbers, the user should allocate memory ashibisn below:

nsi zes = | NTEGER (ntonstr);
x0 = DOUBLE(vars);

uout put = DOUBLE(| uout put);
fobj = DOUBLE(vars);

i f(constr) {
ci = DOUBLE(constr);
bi _dim= I NTEGER(constr);

bi _idx = | NTEGER(I bi);
bi _val = DOUBLE(I bi);

}

i f(nmconstr) {
ai _dim= | NTEGER( ntonstr);
ai _idx = | NTEGER(I ai);
ai _nzs = | NTEGER(!I ai ) ;
ai _col = | NTEGER(nzsai);
ai _row = | NTEGER( nzsai ) ;
ai _val = DOUBLE(nzsai);

}

Next, the problem data should be assigned to arrays

x0, fobj, ci, x0, bi_dim bi_idx, bi_val,
ai_dim ai _idx, ai_nzs, ai_val, ai_col, ai_row

and some non default options could be set by changing eirirtes arrays

i options, foptions.
The meaning of the input/output parameters and the optianexlained in detail in sec-
tion 5.3. Finally, the user should calERsDPlike

[+ Call pensdp =/
pensdp(vars, constr, ntonstr, nsizes,
& X, x0, 0, uoutput, fobj, ci,
bi _dim bi_idx, bi_val,
ai_dim ai_idx, ai_nzs,
ai _val, ai_col, ai_row,
i options, foptions,
iresults, fresults, & nform;

and free memory.

A sample implementation is included in the filei ver _sdp_-c. c in directoryc.

12
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5.2 Calling PENSDPfrom a FORTRAN program

Given the (upper bounds on) values
varsl, nctonstrl, constrl
of
vars, ntonstr, constr
and dimensions
| bi, lai, nzsai, |uoutput
of
bi idx, ai_idx, ai_col, uoutput
(either from outer call or declared as parameters), the eeeicall subroutinpensdpf
as in the following piece of code:

i nteger vars, constr, nctonstr, nsizes(ntonstrl)
integer bi _dinm(constrl), bi_idx(lbi)

i nteger ai_dim(nconstrl), ai_idx(lai), ai_nzs(lai)
i nteger ai_col (nzsai), ai_row(nzsai)

i nteger ioptions(15), iresults(4), info

real *8 fx, xO(varsl), uoutput(luoutput), fobj, ci(constrl)

real *8 bi _val (I bi), ai_val (nzsai), foptions(12), fresults(5)

call pensdpf (vars, constr, ntonstr, nsizes, fx,
x0, 0, uoutput, fobj, ci,
bi _dim bi_idx, bi_val,
ai_dim ai_idx, ai_nzs,
ai _val, ai_col, ai_row,
i options, foptions,
iresults, fresults, info)

L

The input/output parameters are explained below. A samgbdeimentation is included in
the filedri ver .sdp_f . f in directoryf ortr an.

5.3 The input/output structure

We assume that the linear constraint vectérsan be sparse, so we give them in standard
sparse format. We further assume that the matrix constrdata can be sparse. Here we
distinguish two cases: Some of the matricgsfor the k—th constraint can be empty; so
we only give those matrices (for each matrix constraint} #re nonempty. Each of the
nonempty matricesi’ can still be sparse; hence they are given in sparse formate(va
column index, row index). As all the matrices are symmetne, only give the upper
triangle.All index arrays (i.e., *.idx, *.col, and *.row) are zero-bad, as in the C language.

vars number of variables

integer number

constr number of linear constraints

integer number

nconstr number of matrix constraints (diagonal blocks in eagh
integer number

nsi zes sizes of the diagonal blocks; , A%, ..., Anconstr

integer array | length ntonstr

13
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fx

on exit: objective function value

double array

length 1

x0

on entry: initial guess for the solution
on exit: solution vectog:

(Not referenced, ikO = 0 on entry)

double array

length var s

uout put

on exit: linear multipliersu; (i = 1,...,constr) followed by up-
per triangular parts (stored row-wise) of matrix multiptié/’ (j =
1,...,mconstr)

(Not referenced, iiout put = 0 on entry)

double array

length constr + nsizes(1)*(nsizes(1l)+1)/2 +
nmsi zes(2)x(nsizes(2)+1)/2 + ...+
nei zes(nctonstr) =(nsi zes(ntonstr) +1)/ 2

f obj

objective vectorf in full format

double array

length var s

ci

right-hand side vector of the linear constrairih full format

double array

length constr

bi .di m number of nonzeros in vectéy for each linear constraint
integer array| length constr
bi _i dx indices of nonzeros in each vectgr

integer array

length bi di m( 1) +bi _di n{ 2) +...+bi .di n{constr)

bi _val

nonzero values in each vectgrcorresponding to indices ioi _i dx

double array

length bi _di m{ 1) +bi di m( 2) +...+bi _di m{constr)

ai .dim

number of nonzero blockd), A, ..., A? . for each matrix constrain
1=1,2,...,mconstr

t

integer array

length ntonstr

ai _i dx indices of nonzero blocks for each matrix constraint

integer array| length ai _di (1) +ai .di m(2) +...+ai .di m(nconstr)

ai _.nzs number of nonzero values in each nonzero blpck
Agi_idx(l),A;i_ide, .. .,A;i_idx(ai_dm(i)) for each matrix constraint
1 =1,2,...,mconstr

integer array| length ai _di (1) +ai .di m(2) +...+ai .di m(nconstr)

ai val nonzero values in the upper triangle of each nonzero block
A;l mxva;l 1ax(2)7 - LAY idx(ai_din(i)) for each matrix constraint
1=1,2,...,mconstr

double array| length ai _.nzs(1)+ai .nzs(2)+

..+ai _nzs(| engt h(ai .nzs))

ai _col

column indices of nonzero values in the upper triangle oheamzero

block A’ 1ax(1)” AL 1dx(2)7 AL iax(aiain(1)) TOF €aCh matrix con-

strainti = 1,2, ..., mconstr

integer array

Iength
..+ai _nzs( | engt h(ai .nzs))

ai _nzs(1) +ai _nzs(2) +

ai _row

row indices of nonzero values in the upper triangle of eachzam

block A;l iax(1)? AE11 idx(2)7 Aal idx(aidin(i)) for each matrix con-
strainti = 1,2, ..., mconstr
integer array| length ai _nzs(1) +ai _nzs(2) +

..+ai _nzs( |l engt h(ai _nzs))

14
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i opti ons | integer valued options (see below)
integer array| length 12

fopti ons | real valued options (see below)

double array| length 12

i resul ts | onexit: integer valued output information (see below)
(Not referencedif resul t s = 0 on entry)

integer array| length 4

fresults | on exit: real valued output information (see below)
(Not referencedif resul t s = 0 on entry)

double array| length 3

st at us on exit: error flag (see below)

integer array| length 1

6 MATLAB interface

6.1 Calling PENSDPMfrom MATLAB

In MATLAB, PENSDPMis called with the following arguments:

[f,x,u,iflag, niter,feas] = pensdpn{pen);

where
pen. .. the input structure described in the next section
f ... the value of the objective function at the computed optimum
X ... the value of the dual variable at the computed optimum
u...the value of the primal variable at the computed optimum
iflag . . . exit information

.. No errors.

.. Cholesky factorization of Hessian failed. The result méyts¢ useful.
.. No progress in objective value, problem probably infeasibl

.. Linesearch failed. The result may still be useful.

.. Maximum iteration limit exceeded. The result may still befus.

.. Wrong input parameters ¢pt i ons, f opt i ons).

.. Memory error.

.. Unknown error, please contact PENOPT GbR (contact @ peranj.

~N o ok WD PP O

niter. .. a 4x1 matrix with elements

niter(1). .. number of outer iterations
niter(2). .. number of Newton steps
niter(3). .. number of linesearch steps
niter(4). . . elapsed time in seconds

feas. .. a 3x1 matrix with stopping criteria values

feas(1)... relative precision atpy

feas(2). .. feasibility of linear inequalities at

feas(3). . . feasibility of matrix inequalities at.

feas(4). .. complementary slackness of linear inequalities gt
feas(5)... complementary slackness of matrix inequalities &t

15
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PENSDP US
IOPTIONS name/value meaning default
i option(0) DEF
0 use default values for all options
1 use user defined values
i option(1l) MAX _OUTERLITER | maximum number of iterations of the overall al- 50
gorithm
i option(2) MAX _INNERLITER | maximum number of iterations for the uncop- 100
strained minimization
i option(3) OUTPUT output level 1
0 no output
1 summary output
2 brief output
3 full output
i option(4) DENSE check density of the Hessian 0
0 automatic check. For very large problems wijth
dense Hessian, this may lead to memory difficul-
ties.
1 dense Hessian assumed
2 sparse Hessian assumed
i option(b) LS linesearch in unconstrained minimization 0
0 do not use linesearch
1 use linesearch
i option(6) XOouT write solution vectorz in the output file 0
0 no
1 yes
i option(7) uouT write computed multipliers in the output file 0
0 no
1 yes
i option(8) NWT_SYSMODE | mode of solution of the Newton system 0
0 Cholesky method
1 preconditioned conjugate gradient method
2 preconditioned CG method with approximate
Hessian calculation
3 preconditioned CG method with exact Hessian hot
explicitly assembled
i option(9) PRECTYPE preconditioner type for the CG method 0
0 no preconditioner
1 diagonal
2 LBFGS
3 appoximate inverse
4 symmetric Gauss-Seidel
i option(10) DIMACS print DIMACS error measures 0
0 no
1 yes
i option(11) TR_.MODE Trust-Region mode 0
0 modified Newton method
1 Trust Region method
i option(12) HYBRIDMODE Switch to Cholesky if PCG causes troubles 0
0 No
1 Yes, use diagonal preconditioner after Cholesky
step
2 Yes, use inverse Cholesky precond. after
Cholesky step
i option(13) AUTOINIT 1
0 No
1 1&es
i option(14) STOPMODE 1
0 strict
1 heuristic
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FOPTIONS name/value | meaning default

fopti ons(0) uo scaling factor for linear constraints; must be positive 1.0

foptions(1) MU restriction for multiplier update for linear constraints 0.7

foptions(2) MuU2 restriction for multiplier update for matrix constraints 0.1

foptions(3) PRECISION | stopping criterium for the overall algorithm 1.0e-7

fopti ons(4) P_EPS lower bound for the penalty parameters 1.0e-6

fopti ons(5) U_EPS lower bound for the multipliers 1.0e-14

fopti ons(6) ALPHA stopping criterium for unconstrained minimization 1.0e-2

foptions(7) PO initial penalty value; set it lower (0.01-0.1) to maintgin 1.0
feasibility when starting from a feasible point.

foptions(8) PEN.UP penalty update; when set to 0.0, it is computed automati- 0.0
cally

foptions(9) ALPHA _UP | update ofa; should either be equal to 1.0 (= no update) 1.0
or smaller than 1.0 (e.g. 0.7)

foptions(10) | PRECISION2 | precision of the KKT conditions 1.0e-7

foptions(11l) | CG.TOLDIR | stopping criterion for the conjugate gradient algorithrm}  5.0e-2

IRESULTS meaning

i resul ts(0) | number of outer iterations

i resul ts(1) | number of Newton steps

i resul ts(2) | number of linesearch steps

i results(3) | ellapsed time in seconds

FRESULTS meaning

fresults(0)
fresults(l)
fresults(2)
fresults(3)
fresul ts(4)

relative precision atopt

feasibility of linear inequalities at ¢

feasibility of matrix inequalities atopt
complementary slackness of linear inequalities gt
complementary slackness of matrix inequalities &

INFO meaning

info = 0 | Noerrors.

i nfo = 1 | Cholesky factorization of Hessian failed. The result maylst usefull.
i nfo = 2 | No progress in objective value, problem probably infeasibl

i nfo = 3 | Linesearch failed. The result may still be usefull.

i nfo = 4 | Maximum iteration limit exceeded. The result may still befudl.

i nfo = 5 | Wrong input parameters opt i ons, f opt i ons).

info = 6 | Memory error.

i nfo = 7 | Unknown error, please contact PENOPT Gbr (contact @peramnp).

17




6.2 pen input structure in MATLAB

The user must create aAviLAB structure array with fields described in Section 5.3.
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Example 2. Let f = (1,2,3)T. Assume that we have no linear constraints. Assume
further that we have two linear matrix inequality consttsjfirst of size (3x3), second of
size (2x2). The first constraint contains full matrices,skeond one diagonal matrices:

46 —I—A% x—l—A% $+A§ i
A? A} ) A ) A% )

The blocksA} have then 6 nonzero elements, blotk only two nonzero elements (recall
that we only give elements of the upper triangular matrir)this case

vars =3;

constr =0;
nconstr =2;
nsi zes =[3,2];

bi
bi
bi
a
a
a
a

a
ai

x0 =10.0,0.0,0.8]; (for example)
f obj =[1.0,2.0,3.0];
ci =[0.0];
-di m =1[0];
Jidx =[0];
_val =[0.0];
_di m=1[4,4];
ddx =[0,1,2,3,0,1,2,3];
-nzs =1[6,6,6,6,2,2,2,2];

A3(1), A5(2), A3 (1), A%(2), A3 (1), A3(2), A3(1), A3(2)];

col =[0,1,2,1,2,2,0,1,2,1,2,2,...... ,0,1,0,1,0,1,0,1];
row =[0,0,0,1,1,2,0,0,0,1,1,2,...... ,0,1,0,1,0,1,0,1];
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by = (0,0,1)T, by =(5,6,007, c=(3,-3)7

Assume further that we have two linear matrix inequality stoaints, first of size (3x3),
second of size (2x2). The first constraint contains spardgaas, the second one diagonal
matrices. Some of the matrices are empty, as shown below:

0 2 -1 0
0 2 0
0 —+ 2 T
0 1
1 —1
0 2 0 -1
0 2 0
+ 0 T2 + 2 T3
3 0
-3 0
In this case
vars =3;
constr =2;

nconstr =2;
nsi zes =(3,2);
x0 =10.0,0.0,0.0]; (for example)
fobj =[1.0,2.0,3.0];

ci =[3.0,-3.0];
bi .di m=[1,2];
bi . dx =[2,0,1];
bi .val =[1.0,5.0, 6.0];
ai .di m=[2,3];
ai . dx =[1,3,0,1,2];
ai _.nzs =[4,4,1,2,2];

ai val =[2.0,-1.0,2.0,2.0,2.0,-1.0,2.0,2.0, 1.0, 1.0,-1.0,-3.0];
ai .col =[0,1,1,2,0,2,1,2,1, 0,1, 0,1];
ai .row =[(0,0,1,2,0,0,1,2,1,0,1, 0,1];

20
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7 General recommendations

7.1 Dense versus Sparse

For the efficiency of BNSDR, it is important to know if the problem has sparse or dense
Hessian. The program can check this automatically. Thekchey take some time and
memory, so if you know that the Hessian is dense (and thisis#ise of most problems),
you can avoid the check. The check is switched on and off bgrpatelICHECKDENSI TY

in ‘in.txt’ (SDPA version) or by optiorDENSE in i opti ons (MATLAB version). The
default is ‘on’ (do the check).

7.2 High accuracy

The default values of the parameters in fila. t xt are set to achieve relatively high
accuracy in the primal and dual solutions. The program filest to reaciPRECI SI ONand
then switches t6®’RECI SI ON2. ParametePRECI SI ON2 directly controls the DIMACS
error criteria: setting, e.g.,

PREC! SI ON2 to 1.0e-7
means that all DIMACS criteria will be equal to or smallernthe)~7, if the code fin-
ishes successfully. The DIMACS criteria measure the 1déwooptimality, primal and dual
feasibility and complementary slackness.
If you require lower accuracy, just set

PREC! SI ONto 1.0e-4
and

PRECI SI ON2 to, e.g., 1.0,
so that it is ignored. For higher accuracy, set

PRECI SI ONto 1.0e-4 —1.0e-6
and

PRECI SI ON2 to the required DIMACS accuracy.

The choice of too high accuracy may lead to an inefficient code

7.3 Cholesky versus iterative solvers

When computing the search direction in the Newton methochawve to solve a system of
linear equations with a symmetric positive definite matkibegsian of the augmented La-
grangian). This system can either be solved by (possiblgssp&holesky decomposition
or by the preconditioned conjugate gradient method. Théehis done by parameter

NWI_SYS_MODE
When this parameter is set to 1, 2 or 3, CG method is used inextiom with a precondi-
tioner chosen by parameter

PRECTYPE
We recommend to use CG wh#re number of variables is large and, in particular, when
additionally the size of the matrix constraint is relatiyesimall While PENSDP with CG
can reach the same high accuracy as with Cholesky decorngmotiite code becomes much
more efficient when the required accuracy is decreased bgget

PRECI SI ON2 to le-2.
The choice of a preconditioner depends to a large extent@prbblem. We recommend
to try several preconditioners, in the order 2—4-1-3-0.

Warning: For certain kind of problems, the choice of CG method may lead rather
inefficient code, compared to Cholesky decomposition.

New in version 2.2: We have implemented a hybrid mode for the solution of the awt
system. When the option
HYBRI DMODE is set to 2
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and
NWI_SYS_MODE is set to 3

the code starts to solve the system using the CG method. Wieemumber of CG steps
becomes too large, the codes switches to the Cholesky dolgetve the current system.
For the next system, the code tries again CG method with ttde€ky factor from the
previous system as a preconditioner. This mode is only@utiven the number of variables
is significantly larger than the size of the matrix constradtherwise the code switches to
the Cholesky solveiVe recommend to use this mode as default mode for generd¢preb

7.4 Exact versus approximate Hessian

The use of the CG method allows us to use an exact or an appatxiiormula for the
Hessian-vector product. This may be particularly efficihen the Hessian evaluation is
expensive. Further, as the Hessian does not have to be steeedemory requirements of
the approximate version are much small&he option is chosen by setting
NWI_SYS_MODE to 2 (approximate Hessian-vector product)
NWI_SYS_MODE to 3 (exact Hessian-vector product)
The use of exact Hessian-vector product (option 3) is gdlygreeferable.
As above, to increase the efficiency, we recommend to set
PRECI SI ON2 to 1e-2.
For
NWI_SYS_MODE set to 2 or 3,
only
PRECTYPE set to 0 or 2 is allowed.

Warning: For certain kind of problems, the choice of CG method withragjmate Hessian
may lead to a rather inefficient code, compared to Choleskpmposition with exact
Hessian.
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